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Abstract 
This contribution intends to introduce Webometrics as an 

emerging discipline focused on the understanding and assessment of 
the academic information flows on the Web. It describes the princi-
pal web-based techniques and tools used to evaluate the performance 
of higher education websites and to explain how these information 
networks are created and modelled. This chapter starts with an intro-
duction to the Webometrics, where we present its origins and evolu-
tion, its theoretical framework and its relationship with other web 
disciplines. Next, we describe the principal indicators and measures 
used to quantify the development of several web units (web do-
mains, sites, pages, etc.). We mainly stress the properties of the so-
cial-network measures in order to describe the visibility of a web site 
and to characterize the structure of a web space. We continue with a 
description of the main developments such as the Ranking of World 
universities on the Web and visualizations of web regions. Finally 
we finish with a discussion about the implications of this discipline 
in the improving of the web performance and visibility of the uni-
versity institutions on the Web, and its impact in the development of 
the higher education web-based policies according to open access 
and e-learning initiatives. 
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Webometrics: a discipline devotes to quantify the web 
performance 

Webometrics is a young discipline born around mid-1990s 
with the seminal work of Almind and Ingwersen (1997) and the 
creation of the first specialized e-journal on webometric studies, Cy-
bermetrics. It emerged in a moment in which the Web has settled 
down in the academic world and it starts becoming a new and pow-
erful way to communicate scientific results. As scientometrics is fo-
cused on the assessment of print-based communication processes 
(papers, patents, citations, etc.), Webometrics is targeting web-based 
communication units such as web domains, pages and hyperlinks as 
a way to understand new scientific activities including those unre-
lated to the print world. Thus, Webometrics is defined as “the study 
of the quantitative aspects of the construction and use of information 
resources, structures and technologies on the Web drawing on bibli-
ometric and informetric approaches” (Björneborn and Ingwersen 
2004). The first works tried to apply the research evaluation to the 
Web, looking for relationships between web production and visibil-
ity with scientific activity and impact. Thus, a strong correlation was 
found between the web pages / link ratio and the scores of the re-
search assessment exercises in the United Kingdom and Australia 
(Thelwall 2001; Smith and Thelwall 2002). Significant relationship 
were also found between links and journal citations (Vaughan and 
Thelwall 2003), and between web-based university rankings and 
rankings built on bibliometric data (Aguillo et al. 2006). These pa-
pers gave the discipline a great soundness, allowing to understand 
non-formal scientific communication process on the Web and their 
relationships with other scientific outputs (papers, books, patents, 
etc.). The growth of the Web and the incorporation of these tradi-
tional formats to the Web prompted the appearance of studies about 
formal scientific communication on the Web such as impact of e-
journals (Harter and Ford 2000), scientific repositories (Antelman 
2004) and web-based citation indexes (Google Scholar, Scirus, etc.) 
(Bar-Ilan 2008). 

One of the most concerning issues related to the Web studies 
was about the reliability of the data sources used to develop quanti-
tative analysis and the meaning of the results obtained. Basically, 
search engines and crawler data were used to carry out web re-
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searches. The appearance of AltaVista in 1995 and its search opera-
tors suggested that the search engines may be used as a web citation 
index (Rodriguez-Gairín 1997). After that several studies showed 
that the search engines were unstable along short time periods 
(Rousseau 1998); their operators were weak and their databases fre-
quently outdated (Sullivan 2003). Other contributions detected lin-
guistic biases in non-Latin languages (Bar-Ilan 2005) and a low 
overlap between search engines (Lawrence and Giles 1998). This 
situation favoured the use of web crawlers, customized for the har-
vesting process and direct extraction of exhaustive information 
about a website. On the contrary, they consume a lot of time and 
technical resources, as well as they evidenced difficulties to extract 
and follow links from non-textual formats (Chakrabarti 2002). After 
the search engines war in 2003, the largest engines improved their 
stability and their search operators reported more consistent results 
(Bar-Ilan 2009). Thus, search engine data are used to develop broad 
scope studies because allow obtaining huge amount of quantitative 
data at the level of countries and domains, while the crawler data are 
suitable to carry out micro studies on web sites and link content. 

However, Webometrics have to face the volatile nature of the 
Web in which the contents appear, change and vanish in a short time 
period (Ortega et al. 2006) and where a rate of web page disappear-
ance of 0.25% to 0.50% per week evidences a highly changing 
world (Fetterly et al. 2003). This instability attracted the attention of 
many studies that try to understand such phenomena, investigating 
the ephemeral existence of incoming links in e-journals (Harter and 
Kim 1996), web citations in scientific repositories (Lawrence et al. 
2001) and web content decay (Payne and Thelwall 2008). These 
studies can be defined as Web demography because they observe the 
web as a population of contents that born, growth and dead along the 
time. In this way there are studies that calculate the age of the Web 
(Ortega et al. 2009) the ratio of change of web pages (Cho and Gar-
cía-Molina 2000) or the death of web pages (Koehler 2004).  

The analysis of the information usage of web sites have at-
tracted early attention from business and commercial web sites in-
terested in gathering and processing information about the behaviour 
of their customers (Gomory et al. 1999), as an extension of the data 
mining techniques applied to their client databases. This field has 
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not been exploited in depth by the scholars mainly due to the diffi-
culty of obtaining the log data and comparing similar patterns of dif-
ferent web log sources. Several works focused in analysing the 
search skill and attitudes of the principal search engines’ users such 
as AltaVista (Silverstein et al. 1998), Excite and Alltheweb (Jansen 
et al. 2005) and Yahoo! (Teevan et al. 2006), while others targeted 
methodological problems like definition of web sessions and the ad-
vantages of using them instead of the number of hits. Data mining 
was used for the identification of web sessions, to estimate their du-
ration and their length in clicks (Pitkow 1997), to classify content 
according to the pages requested by their visitors (Wang and Zaïane 
2002) and to show navigational differences between different point 
of access (Ortega and Aguillo 2010). 

Recently, a new way of understanding the web services and 
relationships has emerged, the so-called Web 2.0. In this new para-
digm, the Web is becoming a way of collaborative creation of con-
tents in which the freely active web surfers contribute personal ex-
periences and own contents. This favours the emergence of web sites 
which principal characteristics are the person interaction in the con-
tents design and the participative relationships between those users. 
This new environment gives the opportunity to study how the online 
environments affect to the social relationships (Lenhart and Madden 
2007), what structural differences exist with other large-scale net-
works (Kumar et al. 2006) or what contents characterize these net-
works (Thelwall 2008). 

Structural indicators: Social network measures as web 
indicators  

The Web is essentially a huge network of interconnected 
webpages through hyperlinks which allow us to navigate sites and 
domains around the world looking for relevant information. The in-
terconnection degree of a web site is key to be reached by potential 
users as the more incoming links (visibility) a web site receives the 
larger is the likelihood to achieve more visitors (popularity). Fur-
thermore, according to the link popularity of the website that con-
nects ours the probability of being located and visited also increase. 
Hence, not only is important to be connected but also to know who 
is linking us. This structural characteristic of the Web is essential to 
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understand the position and successful of a web site. So, the use of 
the Social Network Analysis (SNA) has been crucial to go in depth 
in the assessment of web sites. 

The Web as a graph 

When Tim Berners-Lee named “World Wide Web” to the 
hypertextual information system developed in the CERN (Conseil 
Européen pour la Recherche Nucléaire) he sensed that that system 
would be a complex web-shape network in which each html docu-
ment will be a node connected to the whole repository through hy-
perlinks, but what would be the shape of that network? And what 
importance would be the shape of that system? The large size of the 
Web in number of pages and links and the easiness of harvesting this 
information through web crawlers attracted the attention of many 
scientists that want to empirically observe if the Web followed a ran-
dom network shape. They were surprised when observed that there 
was not a constant parameter or scale in the degree distribution such 
as random networks but it followed a potential distribution (power 
law), in which there are a small number of highly connected nodes 
while the remaining ones have barely a few links (Barabasi and Al-
bert 1999). These scale-free networks also show a high clustering 
coefficient and a short average path length as the small world net-
works, which means that the Web is a decentralized environment 
where there are a high density of links and where highly connected 
nodes (hubs) supporting that density emerge. Barabasi and Albert 
(1999) suggested that the formation and evolution of the scale-free 
networks is due to the “preferential attachment” phenomenon, which 
states that the best connected nodes are more likely to obtain new 
links than the less connected ones. This phenomenon provokes 
skewed distributions and the emergence of large hubs that bring to-
gether the network. Other factors that affect the emergence of scale-
free networks such as competition and fitness (Bianconi and Bara-
basi 2001), optimization (Valverde et al. 2002) or uniform attach-
ment (Pennock et al. 2002) were found. However, these factors do 
not take into account web contents and other sociocultural phenom-
ena that would explain the dawning of search engines or web 2.0 
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sites. Thelwall (2002) found that there is a geographical pattern in 
the link relationship between British universities web sites and Or-
tega et al. (2008) observed that the language is a strong variable for 
explaining interlinking among university web domains.  

   

 
Figure 1. Topological proposals about the form of the Web. “Bow-
tie” model (Broder et al. 2000) and “corona” model (Bjornerborn 

2004). 
  
Nevertheless, the Web is a directed network in which the ori-

entation of the links does not need to be reciprocal. Thus, a web site 
may be linked by a lot of web pages but it does not link to any other. 
Taking this into account, several models were proposed in order to 
study the web topology. The “bow-tie” model (Broder et al. 2000) 
localizes the web pages in four regions according to their link rela-
tionship with the other ones: the SCC or Strong Connected Compo-
nent is the zone where all the nodes are connected among them-
selves; IN component show nodes that link to SCC but they are not 
reached from SCC; in the OUT component, the nodes are linked 
from SCC but they do not tie to SCC; and the TENDRILS are nodes 
that link to other nodes outside the sample. This model allowed 
characterizing a web space (geographical, thematic, etc.) studying its 
components’ size. Hence, a very large SCC component shows a 
highly compact environment while a big OUT component is a sign 
of dependency with other web space. The “corona” model (Bjorner-
born 2004) is a variation of the first one in which the IN and OUT 
zones are directly related. 
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Social network indicators  

The interconnected nature of the Web forces to the web re-
searchers to adopt structural indicators in order to measure the web 
activity of a web site, domain or space. These structural indicators 
allow us to define properties of the analysis units and compare their 
performance into the Web. SNA techniques have helped the devel-
opment of web indicators that measure the structural relationship of 
a web site with its surroundings or to study the main characteristics 
of a web space. Next, we detail the most important social network 
indicators used in Webometrics: 

Individual indicators 

These indicators are focused in the situation of a node in the 
network; they describe the importance and meaning of a vertex in 
the context of whole the network. 

• Centrality Degree: It measures the number of lines incident with 
a node, that is, total number of links that a web site, domain or 
space receives. This can be normalized (nDegree) by the total 
number of nodes in the network. Since the Web is a directed net-
work, we can only count the incoming links (InDegree) or the 
outgoing links (OutDegree). The incoming links are sign of visi-
bility because they generate traffic and visits to a web site, raising 
its popularity. Furthermore, the in-links are considered as a pres-
tige indicator because they can be interpreted as an authoritative 
citation. On the other hand, the outgoing links show the mediator 
property of a website which directs the navigation to new web 
sites, domains or spaces. Following the Kleinberg’s (1999) no-
menclature, the very in-linked sites are defined as Authorities, 
while the greatest out-linkers web sites are called Hubs. When a 
network is built from aggregated data, i. e. network of web do-
mains, countries, regions, etc., each tie between two nodes repre-
sent the total amount of link from all the web sites of a domain, 
country or region to another one. In this weighted networks the 
centrality degree is calculated as the sum of the weight of each tie 
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connected to a node. It was used by Kretschmer and Aguillo 
(2005) to highlight the scientist presence on the Web and gender 
differences, while Ortega et al. (2008) used it to rank the most out 
and inlinked European universities. 

• Betweenness Centrality: It measures the intermediation degree 
of a node to keep the network connected, that is, the capacity of 
one node to connect only those nodes that are not directly con-
nected to each other. In weighted network the Dijkstra’s algorithm 
help to select the shortest path and hence to calculate the be-
tweenness centrality according to that path. From a webometric 
point of view, this measure allows us to detect hubs or gateways 
that connect different web sub-networks. It was used by Björne-
born (2004) to observe small world phenomena in the British aca-
demic web and by Ortega et al. (2008) to detect European web 
universities that mediate between their local sub-network and the 
European one. 

• Closeness Centrality: It is an indicator that measures the average 
distance in number of clicks of a node with every node in the net-
work. It is good indicator to study infection processes and infor-
mation flows, because this centrality is based in the proximity of a 
web site with the rest. A high closeness shows a high reachability 
of a website during a navigational process. Dijkstra’s algorithm is 
also used in weighted networks in order to calculate the closeness 
centrality. This index was used by Chen et al. (2006) to detect 
prominent members in a mailing list. 

• Eigenvector Centrality: It indicates the relevance of a node ac-
cording to the importance of other nodes that link it. This is a re-
cursive indicator that transmits the value of a node to their ac-
quaintances. It is a prestige index that does not only value the 
quantity of partners but the importance of those. An adaptation of 
this indicator was the popular PageRank (Brin and Page 1998) 
developed for positioning the most valuable pages in the top of 
the query results of Google. 
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Network indicators 

These indicators measure the main characteristics of the 
network in all, describe the relationships of whole the members 
between them. They allow us to compare and to know how a 
network is structured. 

• P-Cliques: a p-clique is a sub-network where every node is di-
rectly connected with the other ones. It shows groups with a high 
density and it is a way to detect underlying sub-networks. The 
value of p corresponds with the number of nodes that constitute a 
clique. It was used by Cothey, Aguillo and Arroyo (2006) to un-
cover web site structures clustering web pages, while Ortega et al. 
(2008) use it to identify national and regional groups in the Euro-
pean web space. 

• K-Cores: is a sub-network in which each node has k degree in 
that sub-network. Unlike the p-cliques the k-cores allow us to de-
tect groups with a strong link density. In the scale-free networks 
such as the Web, the core with the highest degree is the central 
nucleus of the network, detecting the set of nodes where the net-
work rests on. Ortega and Aguillo (2009) used this measure to de-
tect what universities make up the centre of the world academic 
network.  

• Distance: is the number of steps in the shortest path that connect 
two nodes, the average among all the shortest paths in the network 
is the average distance. A short mean average distance is a good 
indicator of network density. Broder et al. (2000) applied this 
measure to show the density of the Web, finding an average dis-
tance of 16 clicks. 

• Diameter: is the number of steps in the longest path. Just like the 
distance allows us to measure the cohesion of a network because 
it shows the largest distance that a node has to cover to reach the 
most distant node. Diameter was also used by Broder et al. (2000) 
to measure the thickness of the Web, while Björneborn (2004) ap-
plied it to detect “small-worlds” properties on the Web. 

• Global Clustering Coefficient: it is a measure that shows the 
density or cohesion of the Web. It shows the proportion of nodes 
that tend to group together. Mathematically, it is the proportion of 
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closed triads by open triads, a triad being a group of three linked 
nodes. This measure is important to detect “small world” phe-
nomena on the Web.  

Visualising the Web 
Several approaches have been used to present a visual picture 

of the Web that allows understanding how their elements are related 
between them and what are the principal structural characteristics of 
the Web. Next we summarize some of the most important. 

Co-link Analysis 

The first attempt was to represent web sites relationships 
through co-links. This technique studies the number of co-
occurrences of linked web pages, sites or domains on a certain link 
corpus. Co-link Analysis assumes that if two web units appeared to-
gether then they are somehow related between them. To apply this 
technique, a co-occurrence matrix has to be built from search en-
gines or crawler data. If we are collecting data from a search engine, 
then we recommend asymmetrical matrices be used as the links ana-
lysed belong to the study population, while a symmetric matrix 
counts the links from all the web sites indexed in the search engine 
database which introduces noise and biases. Then, a proximity 
measure (Salton’s cosine, Spearman’s rank correlation coefficient, 
etc.) is applied to transform the data into a distance matrix. Finally, 
we use a statistical model to project these distances in two dimen-
sions, usually Principal Component Analysis (PCA) –a method to 
reduce several correlated variables to a few of components- or 
Muldimensional Scaling (MDS), which builds a point map accord-
ing to the distances between the objects in an iterative process. 

This technique is really more of a location method than a 
visualization one, because their proximities are presented as (x,y) 
coordinates and then may be plotted together with other visual ele-
ments such as links, size, shape, etc (Figure 2). Co-link is mainly 
used to detect content relationships between web units. Hence, Lar-
son (1996) observed thematic clusters in web pages about geo-
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graphic information systems, while Vaughan (2006) detects in the 
Canadian university web sets of universities by their cultural and 
linguistic relationships. 

 

 
Figure 2. Co-link technique results: (left) Map of the Canadian 

(Vaughan 2006) and the (right) European (Ortega et al. 2008) aca-
demic web space. 

Network graphs 

Network modelling allows to visually represent the link 
structure of a space web according to the web unit used. It makes it 
possible to uncover structural properties of the nodes using social 
network indicators. Just as the Co-link Analysis, the network graphs 
may be generated through search engine and crawler data building a 
weighted matrix of directed links. However, the network can directly 
be plotted because it does not need any statistical processing but 
rather a network visualization program such as Pajek or NetDraw. 
There are several energizing algorithms (Kamada-Kawai or 
Fruchterman-Reingold), that optimize the graph visualization when 
it is complex and densely packed. These algorithms assume that the 
nodes are attracted or repelled according to their energy, which mak-
es closer or farther the location of these nodes regarding to the num-
ber of links that they have. Kamada-Kawai algorithm is more suit-
able to small networks and only one component, while the 
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Fruchterman-Reingold one is appropriated to large networks and 
many components.   

Both Network graphs and Co-link analyses allow adding 
properties to the nodes in order to observe relationships between the 
network configuration and other qualitative or quantitative variables. 
For example, the size of the nodes may represent the number of web 
pages, colour and shape any classification scheme such as country, 
type or discipline. These added variables permits to observe rela-
tionships between the centrality of a university and the number of 
web pages, or the colours make possible to identify national sub-
networks in the World-class universities (Figure 3). 

The network visualization has been mainly used at the level 
of web university domain, although there are others works at the 
web page level (Bjorneborn 2004; Cothey et al. 2005). Heimeriks 
and Van den Besselaar (2006) used it in order to detect four clusters 
in the EU-15 university web: German, British, Scandinavian and 
South European, while Ortega et al. (2008) observed that these clus-
ters or national sub-networks are linked to the complete networks 
through prominent gateway universities. 

 
Figure 3. Network graphs of academic web spaces. (left) World-

class universities on the Web (Ortega and Aguillo 2009), (right) EU-
15 universities hyperlink network (Heimeriks and Van den Besselaar 

2006). 
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Geographical maps 

A third way to visualize web data is through a geographical 
metaphor. Geographical maps allow to present information at the 
macro level and assign web magnitudes to a certain region of the 
World. It makes possible observe geographical patterns in the web 
content and links distribution. To design a geographical map it is 
necessary two essential elements: a base map and data. The base 
map is an empty map where each region boundary is associated to 
an index in a database, while the data are grouped by regions and 
linked to that index as well. These maps are usually built using Geo-
graphical Information System (GIS) software which allows adding 
different layers, classification method and different map projections. 
Although multiple layers can be aggregated, it is recommended for 
simplicity to use only two, a hutch map which represents the number 
of web pages by region and a flow map which shows the links be-
tween those regions. There are several classification methods which 
distribute the data in classes (Standard deviation, Jenks’ natural 
breaks, Percentiles, etc.), but the most usual and effective is the 
Jenks’ natural breaks. This method determines the best arrangement 
of values into classes by iteratively comparing sums of the squared 
difference between observed values within each class and class 
means. This method improves the visualization and the interpreta-
tion of the results, because it creates more significant differences be-
tween classes. 
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Figure 4. Geographical representation of web data. The 1000 most 
important universities on the Web grouped by countries and link 

flows (Ortega y Aguillo 2009). 

Relevance of the university performance on the Web  
Link analysis is a powerful tool for evaluating performance 

of institutions, especially those with a diverse group of stakeholders 
involved. Academic organizations are usually evaluated using peer 
review, consulting scholars or indirectly through bibliometric cita-
tion analysis. In both cases only colleagues are taken into account, 
ignoring the impact of other-than-research university missions. Even 
more important these scientometric techniques are excluding explic-
itly the economic, sociological, cultural or political impact of the 
academia and as already pointed out in many papers with strong bi-
ases against developing countries contribution. 

External inlinks distribution to university websites provides a 
rich and diverse source of information about the visibility and im-
pact of the university web presence. If this reflects the whole set of 
activities of the university, its global output, its performance accord-
ing to its excellence and prestige then webometric indicators are the 
easiest and more powerful academic and research policy tool 
(Aguillo, 2009). 

In order to take advantage of this situation but also for start-
ing a virtuous circle as considering web indicators in academic 
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evaluation will increase digital presence of universities, a Ranking 
of institutions was build using a composite webometric indicator. 
The Ranking Web has several technical advantages: Most of the 
universities have only one main web domain, so affiliation normali-
zation is no longer a problem. The data is collected from the huge 
databases of the main search engines; with different geographic cov-
erage but limited overlap among them. Both activity and impact can 
be computed from the number of webpages and documents and the 
number of external inlinks received in the university webdomain. 

The Ranking Web of World Universities, also known as the 
Webometrics Ranking (www.webometrics.info) is published two 
times per year (January & July) since 2004 and analyzes the web 
presence of over 20,000 higher education institutions worldwide 
(Aguillo et al., 2008). Since 2006 the number of Open Access papers 
published is collected from the Google Scholar bibliographic cita-
tion database. During the last decades the ISI/Thomson databases 
were the only source for this information, being challenged only 
very recently by the SCOPUS/Elsevier database. Choosing a free al-
ternative like Google Scholar is promoting many institutions publish 
their papers in web directories indexed by Scholar crawler increas-
ing significantly the coverage and reducing the (still very relevant) 
biases and shortcomings of this Google database. 

An ongoing global network analysis of the webometrics 
ranking results is showing both expected and unexpected results: 

• There is an academic digital divide between North American uni-
versities that appear far better positioned than their European 
counterparts. 

• US and Canadian universities are grouped together forming a unit 
in the Webspace, with French-speaking institutions not far from 
the core. 

• European universities are split in several national or linguistic 
(Austria & Germany) groups not closely related to each other. 

• In many countries a single university acts as a central gateway to 
the international academic network. 

This global approach, considering the whole set of in and 
out-links, has many advantages as it allows to uncover relationships 
with other non academic stakeholders, but also a few shortcomings 
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as probably some of the links coming from third parties are spurious. 
So, the future research on link networks will require classifying “a 
priori” the links according to their motivations (Wilkinson et al., 
2003). Academic web networks could be cleaned allowing the iden-
tification of invisible colleges at a global level previously not 
achieved. 

But the effort for identifying the different groups of motiva-
tions can be very high, so perhaps other alternatives could be also 
explored. According to link topology you can identify shallow links 
from deep links (Vasileiadou & van den Besselaar, 2006). The first 
ones refer to links between main homepages such as the central page 
of an academic institution. In this case the institutional interlinking 
could be drive by perception of prestige, the sense of community or 
common interests. An application for these links is to identify the 
pattern of out-links of a page and to build a set of webpages with a 
similar pattern. Using a quantitative approach you can use as a help-
ing tool in search recovery like the related operator in Google or to 
visualize the neighborhood of an institution, as it is developed by 
Touchgraph (www.touchgraph.com) in the Figure 5. 
 

 
 

http://www.touchgraph.com/


17 

Figure 5. Neighborhood of the Harvard University according to its 
out-link pattern, showing affinities with other Ivy League universi-

ties and international relationships with UK universities 
 

Deep linking refers to links among the contents published in 
the web directories and they are important in academia as the web-
sites gets richer and more diverse allowing building complex net-
works and answering new questions. A short list of some of these 
questions is proposed for future research: 

• Can be estimated the relative contribution of each of the univer-
sity missions to the global web performance of the university? 
What are the reason explaining possible discrepancies between 
obtained and perceived results? 

• What it is importance of the disciplines in the self-organizations 
of web networks, specially targeting the problems related to hu-
manities and social sciences? 

• According to central measures, what is most relevant for the web 
domain, the formal or the informal scholarly communication pro-
cesses and outputs? 

• What is the impact of Web 2.0? How is publish, used, linked the 
media contents? 

• What it the relative contribution to the Webspace of the non-
academic activities? For example, is it the Ivy League today a 
group of elite universities or mainly a sports league? 

• Are there technical or information guidelines applied correctly 
and what is the impact of the web bad practices? 
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